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While low-temperature relaxations show significant differences among metallic glasses with different
compositions, the underlying mechanism remains mysterious. Using molecular dynamics simulation,
low-temperature relaxation of amorphous solids is investigated in model systems with different atomic

interaction stiffness. It was found that as the interaction stiffness increases, the low-temperature
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relaxation is enhanced. The fraction of mobile atoms increases with increasing interaction stiffness,
while the length scale of dynamical heterogeneity does not change. The enhanced relaxation may
be due to increased dynamical heterogeneity. These findings provide a physical picture for better

understanding the origin of low-temperature relaxation dynamics in amorphous solids, and the
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|. Introduction

The relaxation dynamics of a material can be well illustrated in
a dynamical mechanical spectrum (DMS), which is often consi-
dered as the fingerprint of the material’s dynamical properties."™
When cooling down to a glassy state, the a-relaxation in metallic
glasses (MGs) is fully arrested and the B-relaxation dominates
the relaxation dynamics, often exhibiting excess wings or peaks
(for some compositions) in DMS.> B-Relaxation has been studied
in various materials via different methods.>’ It is now widely
accepted that the so called ‘shoulders’ or ‘excess wings’ also share
the same nature with P-relaxation peaks, with difference in the
strength of the relaxation dynamics.>® B-Relaxation in MGs has
been massively studied and found to be related to many mechan-
ical properties.” ™ It is generally believed that B-relaxation origi-
nates from local rearrangements of atoms, which are considered
as elementary relaxation events in the thermally or stress activated
processes.'>"® However, a link between local atomic rearrange-
ments and the experimentally observed B-relaxation in metallic
glasses (MGs) is still lacking, which limits our understanding of
the relaxation dynamics of MGs, especially in temperature regions
well below glass transition temperature (Ty).""
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experimentally observed different B-relaxation behaviors in various metallic glasses.

B-Relaxation in MGs is most commonly experimentally
studied via dynamical mechanical analysis (DMA), which
reveals the internal friction of a material.”'® DMA measures
the elastic and viscous nature of a material, with the value
of phase difference J or loss modulus E” as the indicator of
relaxation dynamics. One of the most important features of
B-relaxation in MGs is its compositional dependence nature."”
Pronounced B-relaxation peaks are most likely to be found in
rare earth (RE) based MGs.>'®2° This indicates that low-
temperature relaxation behavior of MGs depends most signifi-
cantly upon the interaction between atoms.

Molecular dynamics (MD) simulation can investigate the
relation between individual atomic motions and internal friction
of the whole system.>' There have been substantial MD studies
on the fast B-relaxation in supercooled liquids, which consider
B-relaxation as some very short time atomic motions that
correspond to the plateau in the mean-square displacements
(MSD) or other physical quantities.>*** The study on B-relaxation
in glassy systems requires going into temperature regions far
below T, where the time scale of relaxation dynamics is too long
and far beyond the typical timescale in the conventional MD
simulations." The recently developed MD-DMA method, which
mimics the experimental DMA process, provides an effective way
to directly investigate the long timescale relaxation dynamics in a
wide temperature range well below 7,.*"**

In this work, we used the MD-DMA method to investigate
low-temperature relaxation dynamics in various amorphous
systems by changing the atomic interaction stiffness. It is
found that as interaction stiffness increases, low-temperature
relaxation dynamics is enhanced. This is mainly because the
dynamics becomes more heterogeneous in amorphous systems
with increasing interaction stiffness. However, the length scale
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of dynamical heterogeneity remains unchanged. Such relations
between atomic interaction stiffness and relaxation dynamics
are used to explain the experimental results that rare earth (RE)
based MGs, whose interaction stiffness is estimated from the
power law relation between the bulk modulus K and average
molar volume Vy,, generally possess stronger -relaxation. The
results could help us to construct a more thorough physical
picture for understanding the dynamical properties of amorphous
solids.

lI. Models and simulation procedures

The models studied here are binary mixtures of Lennard-Jones
particles, type A (8000) and type B (2000), with their interactions
following eqn (1),

2a a
Oy Oy
E_4wg< BJ —< ﬁ)
r-2a r-2a
2b b
Oy Oy
E:4%B( BJ ( BJ
r-2b r-2b

where o, B € {A, B} and parameters a, b indicate the stiffness of
atomic interaction in the repulsive part and attractive part,
respectively. Here, the difference between particle A and B are
€aa = 1, €ap = 1.5, égg = 0.5, 0aa = 1, 0a = 0.8, ogg = 0.88. To
investigate the effects of atomic interaction stiffness, para-
meters a, b are selected to be 6-6, 6-9, 6-12, 9-6, 12-6, 9-9, and
12-12, respectively, which indicates the 7 different models
studied in this work. For computational efficiency these model
potentials were truncated and shifted at a distance of 2.55,p.
All units in this article are reduced L-J units. Thus, the energy
minimum of interatomic potentials remains at ry;, = 1 and
Emin = —1, while the stiffness of interaction changes with the
choice of a and b. Fig. 1(a) shows the interatomic potentials of A
atoms in the seven model systems. The atomic interactions in
the repulsive and attractive region are tuned separately. The 6-6
potential is similar to the well-studied Kob-Andersen (KA)
model.>**®

Samples are obtained by fast cooling from equilibrium high
temperature liquids with the same cooling rate of 2 x 10, and
then annealed at designated temperatures. MD-DMA processes
were then performed on these samples, during which a sinu-
soidal shear strain &(tf) = ¢,sin(2nt/T,,) is applied along xy
direction with a maximum strain ¢, of 2%, within the elastic
limit. Please see Methods for details of the sample preparations
and MD-DMA processes.”®*” The respond stress is fitted in
terms of o(t) = oo + 0, sin(2nt/T,, + J), where o, is a small linear
term, and J is the phase difference between stress and strain.
The storage (E') and loss modulus (E”) can be calculated by
E' = gpleacos(d) and E” = galeasin(0), respectively. See ESIt
Section S1 for more details of simulation procedure.
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Ill. Results and discussions
A. Structural information of the models

Models with different atomic interaction stiffness under the
same sample preparation processes show similar structures.
The pair correlation functions (PCF) of all systems at 7' = 0.01
and 0.55 are shown in Fig. 1(b and c), respectively. It is found
that the model of 6-6 shows similar PCF with a split in the first
peak at low temperature to the KA model.?® The increase
of interaction stiffness has two major effects on the PCF of
the models. First, the split in the first peaks becomes more
significant and the sub-peaks become sharper. This is because
the potential energy wells become narrower with an increase of
atomic interaction stiffness, which has a stronger confinement
effect on atoms located near the energy minima. Second, the
peak positions move to larger distance as a increases. As the
samples are prepared in the NVT ensemble with pressure of 1,
the volumes of these models depend mostly on the repulsive
part of potential energy. Hence the increase of steepness in the
repulsive part of potential energy shifts peak positions towards
a larger distance. Although differences in the PCFs are obvious,
the overall structures of these models remain quite similar, due
to the same depth and distance of energy minima. Voronoi
analysis also shows that these samples have very similar local
atomic structures (see Fig. S1, ESIt). This is crucial in this study,
because the significant difference in local atomic structures may
introduce more complex effects on low-temperature relaxation.
Here, to investigate the relation between interatomic potentials
and the relaxation behavior far below Ty, we try to reduce the
influence of other factors, particularly the effect introduced by
structural differences.

B. Internal friction

Although the loss modulus E” is most commonly used to
identify B-relaxation experimentally, the phase difference §,
which can also be interpreted as tan(d) = E"/E, is used in this
study to reveal the internal friction in the models.”® In the
studied models, change of interaction stiffness strongly affects
the shear modulus E, and hence the loss modulus E”, therefore
it is inappropriate to compare the internal friction by E”. Phase
difference J, on the other hand, measures relation between
elasticity and viscosity as temperature changes, regardless of
the change of modulus E (see Fig. S2, ESIt). Fig. 2 shows the
internal friction J of these models measured by the MD-DMA
simulations. It can be seen that steepening in both the attractive
part and repulsive part of atomic potentials increases the inter-
nal friction. Such effect is most significant when both parts in
atomic potentials are changed together. The increase of internal
friction means that more energies are dissipated during the
MD-DMA processes. The results indicate that the low-temperature
relaxation dynamics in an amorphous system is enhanced as the
atomic interaction stiffness increases.

C. Atomic displacement analysis

To understand the underlying mechanism that causes the
differences in low-temperature relaxation among these models,
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Fig. 1 The interatomic potential and the corresponding pair correlation function. (a) The interatomic potentials of A atoms as a function of reduced
distance rin models of 6-6, 6-9, 6-12, 9-6, 12-6, 9-9, 12-12, respectively. The width of potential well indicates the stiffness of atomic interaction. The pair
correlation functions for the corresponding models at T = 0.01 (b) and T = 0.55 (c) in supercooled liquid region, respectively. The change in g(r),
as interaction stiffness increases, is insignificant, with slightly sharper and right shifted peaks.

we calculated the atomic displacement u = rt + T,) — r{t)
for each atom during each time period T, in the MD-DMA
processes. Fig. 3(a) shows the distribution p(u) of atomic
displacement u for model 6-6 at various temperatures, normal-
ized by the peak positions and heights, respectively. It was
found that the distributions of u on the left side at different
temperatures follow Gaussian distribution. On the right side,
however, distributions of u deviate from Gaussian distribution,
and vary with temperature. At temperatures below 0.31, the
distributions have similar shapes. As temperature increases,
the deviation increases and reaches its maximum at 7 = 0.43,
which is close to T, of the model. As temperature further
increases, distribution of u in the supercooled region becomes
closer to Gaussian distribution again.

Since the major difference in the distribution of u at
different temperatures is the deviation from Gaussian distribu-
tion, which indicates that mobile atoms may have great impact
on the low-temperature relaxation dynamics, it is important to
study the effect of highly mobile atoms on relaxation process.
In a single MD-DMA process, 40 cycles were performed, so that

This journal is © the Owner Societies 2016

the atomic displacement u in each cycle contained both vibra-
tional and diffusive motions. In this sense, the total atomic
displacement of each atom in the whole MD-DMA process is
not suitable to evaluate the atomic mobility in the relaxation
process. Here, we considered the atoms with 5% largest atomic
displacements u in each cycle to be ‘activated atoms’, so that
the number of activated times n of each atom in the entire
MD-DMA process of 40 cycles can be used to evaluate atomic
mobility. Fig. 3(b) shows probability distribution p(n) of the
activation times n for model 6-6 at various temperatures.
Obvious difference can be seen in the distribution of n at
low and high temperatures. The distribution of p(n) at high
temperatures is close to random distribution. However, at low
temperatures, p(0) is much larger, which indicates that most
atoms are not activated and remain stable in the entire MD-DMA
process. In addition, as n is larger than 5, p(n) is larger than
random distribution again as shown in the inset in Fig. 3(b),
indicating that a number of atoms remain highly mobile in the
MD-DMA process. This demonstrates that the low-temperature
relaxation dynamics is heterogeneous. Such dynamical heterogeneity

Phys. Chem. Chem. Phys., 2016, 18, 26643-26650 | 26645
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Fig. 2 The internal friction measured by MD-DMA. (a—c) The internal
frictions for models with different attractive interactions, repulsive interactions
and both attractive and repulsive interactions, respectively. Low-temperature
relaxation dynamics is enhanced with the increase of interaction stiffness.

is believed to have great impact on the relaxation dynamics of
amorphous materials.*>=%3!

To confirm the suitability of the activation time n for
evaluating the atomic mobility, we also adopted the non-affine
displacement D” of each atom instead of atomic displacement >
(see Fig. S3, ESIT). We selected atoms with the largest 5% of D
in each cycle to be ‘activated atoms’, and the corresponding
distribution p(n’) is shown in Fig. 3(c). It can be seen that the
probability distribution p(n') of activated times n’ calculated from
these two methods are similar, indicating the universal feature of
the distribution in MD-DMA process. Therefore, we simply use
atomic displacement u to characterize the activation times of each
atom in MD-DMA process. Here, only the data of model 6-6 is
shown, since all models with different interacting potentials share
similar patterns in the distributions of p(x) and p(n) at different
temperatures.

The differences in low-temperature relaxation among different
models were analyzed by the distribution of n, as an indicator of
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Fig. 3 The atomic displacement analysis for different models. (a) The
normalized distribution p(u) of atomic displacement u for model 6-6 at
different temperatures, which indicates the evolution of dynamical hetero-
geneity with temperature. (b) The distribution of atoms with different
activated times n (selected by top 5% atoms with the largest displacements
u) for model 6-6. Inset: Zoomed-in of the main figure in smaller n. (c) The
distribution of atoms with different activated times n’. Here the activated
atoms were defined by the top 5% atoms with the largest non-affine
displacement D?. Inset: Zoomed-in of the main figure in smaller n’.

atomic mobility. Since the distributions of n are similar in the
temperature range of 0.07 and 0.31, the data within this tem-
perature range were averaged to present the dynamics at low
temperatures. Fig. 4(a—c) shows the distribution of n of different
models at low temperatures, respectively. As the atomic inter-
action stiffness increases, the probability p(0) of an atom to
remain stable throughout the entire MD-DMA process increases.
Furthermore, the probability p(n > 5) also increases with increasing
of interaction stiffness, no matter whether the repulsive part and the

This journal is © the Owner Societies 2016
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Fig. 4 The dynamical heterogeneity in different models. The distribution
of atoms with different activated times n, averaged over the temperature
range of 0.07 and 0.31, for models with different attractive interactions (a),
repulsive interactions (b) and both attractive and repulsive interactions (c).
The increase of interaction stiffness enhances the dynamical heterogeneity
at low temperatures.

attractive part are changed separately or simultaneously. Thus, the
increase of interaction stiffness enhances the difference between
mobile and immobile atoms, and makes the relaxation dynamics
more heterogeneous in amorphous materials. The more heteroge-
neous the dynamics is in glassy materials, the larger the internal
friction is, as shown in Fig. 2, and thus the more significant the low-
temperature relaxation is. Therefore, dynamical heterogeneity may
be responsible for the low-temperature relaxation in glassy materials.

D. Spatial distribution of dynamical heterogeneity

To further understand the dynamical heterogeneity in glassy
materials the spatial distribution of activation times n for each

This journal is © the Owner Societies 2016
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atoms was investigated. Fig. 5(a) shows the atomic configura-
tions of models of 6-6, 9-9, and 12-12 (from left to right) at
T = 0.25 with atoms colored according to the activated times n,
respectively. It is obvious that atoms with larger mobility have
a tendency to locate close to each other. As T = 0.55, however,
the dynamics becomes much more homogeneous, as shown in
Fig. 5(b) for model 6-6. To further illustrate the difference of
dynamical heterogeneity in these models with increasing inter-
action stiffness, only atoms with n >10 in model 6-6, 9-9, and
12-12 at T = 0.25 were shown in Fig. 5(c), corresponding to the
similar atomic configurations in Fig. 5(a). As shown in Fig. 5(c),
a significant increase of atoms with n >10 can be observed
with the increase of interaction stiffness. The number of atoms
with n > 10 in model 6-6 is 139. It increases to 171 and 251 in
model 9-9 and 12-12, respectively. The number increase of
highly mobile atoms is strongly correlated to enhancement of
low-temperature relaxation dynamics in the MD-DMA process.
Such a correlation is consistent with current understanding of
the relation between dynamical heterogeneity and relaxation.*®

To evaluate the length scale of the dynamical heterogeneity
at low temperatures, we employed a spatial correlation function
of the activation times of atoms

((n; — 7)(n; — 1))
V(s = 2 (= )2)

F(n,r) = (2)

r=|d;—d;]|

In eqn (2), () denotes the average over all atom pairs with
r=|d; — d;], and n is the mean value of 7. As shown in Fig. 5(d),
the activation times of atoms show strong correlation in a short
distance, and the correlation decreases rapidly to zero as the
distance goes beyond 5, which is approximately the length of
5 particles, regardless of the change in interatomic potentials.
Our results suggest a universal length scale of dynamical
heterogeneity in these glassy systems.

Although its characteristic length scale and time scale is
still unclear, dynamical heterogeneity at low temperatures is
believed to be an intrinsic property of glassy material, which
has strong influence on the relaxation and mechanical
properties.’>?*3* There have been massive studies to measure
or calculate the length scale of dynamical heterogeneity at low
temperature, which is usually termed as size of shear trans-
formation zones (STZs).>>*® The previous results indicate that
the size of such activation units falls within hundreds of atoms,
with minor differences between different compositions or
different methods.>””*' Our MD simulation results indicate a
universal length scale of dynamical heterogeneity, with the
change of atomic interaction stiffness, which is consistent with
the previous studies by Johnson and Samwer.*%*>

The increase of atomic interaction stiffness increases the
confinement of neighbor atoms, as shown in the pair distri-
bution function in Fig. 1. Under the same applied shear strain
within the elastic limit, maximum of 2% in this study, the
systems undergo similar overall atomic displacements. For
models with larger interaction stiffness, stronger shear stress
is needed for the same atomic displacement, which is shown in
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Fig. 5 Spatial heterogeneity of different models. (a) 2D slices of atomic configuration with color code on each atom representing the activated times n.
From left to right: model 6-6, 9-9, 12-12 at the T = 0.25. (b) 2D slice of atomic configuration of model 6-6 at T = 0.55. Dynamical heterogeneity
disappears when entering supercooled liquid region. (c) 2D slices of atomic configuration of atoms with n > 10 at T = 0.25, for model 6-6, 9-9, 12-12,
from left to right respectively. As the interaction stiffness increases, the number of highly mobile atoms increases, and the dynamics becomes more
heterogeneous. (d) Correlation function F(n,r) for all studied models at T = 0.25. A universal length scale of spatial heterogeneity is found in all models

with a length of approximately the length of 5 particles.

the increase of shear modulus E. Also, the narrow down of
potential clearly indicates that more atoms are likely to dissi-
pate energy in the same displacement. This is directly related to
the increase of internal friction at low temperatures. The ability
of an atom to dissipate energy is illustrated by its displace-
ments during each loading cycle, or the number of times to be
‘activated atoms’. We can see that the stiffening of interactions
not only increases difference between the mobile atoms and the
matrix, but also increases the number of mobile atoms, which
significantly contributes to low-temperature relaxation in glassy
materials.

Note that due to the different potential stiffness, different
models have different enthalpy states, which might also affect
the behavior of B-relaxation in these systems, if the different
models relax to states with similar enthalpy values. However,
this is not the case in our study, because the enthalpies in these
systems change little in MD-DMA simulation processes, and do
not relax to similar values, so this effect on the behavior of
B-relaxation can be neglected.

V. Atomic interaction stiffness
of metallic glasses

It has been experimentally observed that there is a universal
power law relation between bulk modulus K and the averaged
molar volume V,,, for most metallic glasses and metallic crystal-
line solids.**** Such relation is believed to originate from short
range atomic bonding, rather than long range atomic packing.
The relation between K and Vy, can be understood by assuming
a simple model for atomic interaction:

e[ g

26648 | Phys. Chem. Chem. Phys., 2016, 18, 26643-26650

which is similar to the models in our MD simulations. Since the
molar volume can be expressed as V;, ~ N, x °, the potential
energy of the system can be derived as

U= 2 o x N):"/s B o x N):m/}-
- n/3 Vm/3
m m

; 4)

where N, is the Avogadro constant. An equilibrium system rests
at local energy minima U, where 0U,/0V;, = 0, also, the bulk
*U

modulus K can be expressed as K = Vi
V|,

. Thus, one

can obtain
KVi, =G, (5)

where o = —(1 = m/3), for C = 26 N3 ™(n — m)m/9; or 0. = (1 + n/3),
for C = 260" Ny"3(n — m)n/9. In eqn (5), the parameter o indicates
the atomic interaction stiffness, which can be determined by the
relation between bulk modulus K and average molar volume Vj,.

For a broad range of materials, atomic interaction stiffness
remains in a relatively small range, so that C in eqn (5) can be
considered as a constant. Therefore, the bulk modulus and
averaged molar volume follows a power law relation for most
materials with « ~ —2.3.** However, when considering each
series of MGs separately, it is found that MGs with different
based elements generally follow a power law relation but with
a significantly different exponent o. Fig. 6 shows the bulk
modulus K vs. averaged molar volume V;, for Pd, Cu, Zr, and
RE-based MGs (see Table S1, ESIT). Here, Cu- and Zr-based MGs
are considered as one series because most MGs in this series
consists of both Cu and Zr atoms, and we can see that the data
fall in a linear region in a log-log plot. The RE-based MGs are
considered as one series for a similar reason. RE-based MGs
are found to share many properties, including elastic, thermal,

This journal is © the Owner Societies 2016
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log—-log plot. The much steeper distribution of RE based MGs indicates a
stiffer atomic interaction.
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and magnetic properties, owing to their similar electronic
structures.*® In these series of MGs, a much steeper decay of
K in the log-log plot is found in RE-based MGs, compared to
other MGs, which indicates a much larger stiffness of atomic
interaction, consistent with the above simulation results.

Although B-relaxation is widely believed to be one of the
most fundamental relaxation mechanisms of MGs, prominent
B-relaxation peaks in DMS are only found in very limited
compositions of MGs, typically RE based MGs.""'' 1t is
generally accepted that RE-based MGs possess stronger low-
temperature relaxation dynamics, whether it is shown as peaks,
shoulders, or excess wings in the DMS. Based on the above MD
simulation results, we believe that such a phenomenon is caused
by the much larger atomic interaction stiffness in RE-based MGs.
As the MD simulation results show, increase of interaction stiff-
ness leads to stronger low-temperature relaxations, accompanied
by an increase in the intensity of dynamical heterogeneity.

V. Conclusion

The mechanism that controls low-temperature relaxation of
glassy materials was investigated via MD simulations using
models with different atomic interaction stiffness. The results
show that the low-temperature relaxation is enhanced by an
increase of interaction stiffness. The stiffening of atomic inter-
action increases the number of highly mobile atoms, which are
more likely to dissipate energy during sinusoidal strain, and hence
contribute to the internal friction at low temperature. The atomic
interaction stiffness of MGs can be estimated experimentally by
the relation between the bulk modulus and the averaged molar
volume, where RE-based MGs are found to have much stiffer
atomic interactions. This could be the underlying mechanism that
causes the much stronger B-relaxation in RE-based MGs. The
physical picture of low-temperature relaxation from local atomic
interaction to dynamical heterogeneity, and eventually to the
internal friction of the whole system, may provide better under-
standing of the dynamical properties of amorphous solids.
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